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Abstract. This paper reports experiments on automatically detecting
the gender of Twitter users, based on unstructured information found
on their Twitter profile. A set of features previously proposed is evalu-
ated on two datasets of English and Portuguese users, and their perfor-
mance is assessed using several supervised and unsupervised approaches,
including Naive Bayes variants, Logistic Regression, Support Vector Ma-
chines, Fuzzy c-Means clustering, and k-means. Results show that fea-
tures perform well in both languages separately, but even best results
were achieved when combining both languages. Supervised approaches
reached 97.9% Accuracy, but Fuzzy c-Means also proved suitable for this
task achieving 96.4% Accuracy.
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1 Introduction

The growth of social networks has produced massive amounts of data. This
user-generated information provides clues about users’ opinions, daily routines,
reaction to events, among other. Twitter, with about 500 million user-generated
tweets per day, provides an opportunity for social networking studies [4], and has
become the subject of studies seeking to understand public opinion [7]. Unlike
other social networks, a user name is the only required field when creating a
Twitter profile. Other relevant information such as gender or age, is optional.
Nevertheless, the user profile includes optional text attributes that can be used.
Previous studies support the hypothesis that users tend to choose real names
more often than other forms [2] and, in fact, gender information is most of the
times provided either wittingly or unwittingly, for example, in the screen name
(e.g. “johndoe95” or “marianacruz”) or in the user name (e.g. “John Doe the
best :)” or “the macho man!!!”).

The problem of gender detection in Twitter using the user profile informa-
tion has been rarely addressed in the literature. However, a related Natural
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Language Processing (NLP) problem consists of deciding whether the author
of a text is male or female. Such a problem is known as gender detection or
classification, and is often addressed [11, 8]. The problem of gender detection on
Twitter has been addressed by Rao et al. [16]. The work examined Tweets written
in English, using Support Vector Machines with character ngram-features and
sociolinguistic features like emoticons use or alphabetic character repetitions.
They reported an accuracy of 72.3% when combining ngram-features with soci-
olinguistic features. The state-of-the-art study reported by Burger et al. [6] uses
a large multilingual corpora, including approximately 184k users labelled with
gender, 3.3 million tweets for training, and 418k tweets for testing. They used
SVMs, Naive Bayes and Balanced Winnow2 with word and character N-grams
as features. When combining tweet texts with profile information (description,
user name and screen name), they achieved 92% of accuracy.

This paper addresses the task of automatically detecting the user’s gender
based on the unstructured textual information found on the user’s profile, both
in the screen name and the user name. The paper describes a set of features
for gender classification proposed in our previous study [17], which rely on the
user’s profile unstructured textual information. The main contributions are two-
fold: Firstly, we assess the performance of the features using several supervised
and unsupervised methods for a Portuguese dataset, in addition to the English
dataset used in our previous study. Secondly, we show that the proposed features
are compatible with both languages, and that results are improved when merg-
ing both datasets. We notice that using unsupervised methods, the increasing
amount of data has positive impact on the results. The features can be used to
extend gender labelled datasets for researchers.

This paper is organized as follows: Section 2 characterizes the data, describes
the proposed features and describes our golden set of manually labelled data.
Section 3 describes experiments and reports the corresponding results. Section
4 presents the conclusions and prospects about the future work.

2 Data and Features

Experiments performed in this paper use an English and a Portuguese dataset
of Twitter users. The English dataset was extracted from one month of tweets
collected during December 2014, using the Twitter streaming/sample API. The
data has been restricted to English geolocated tweets, either from the United
States or from the United Kingdom, totaling 296506 unique users. The Por-
tuguese dataset is a subset of the data described in Brogueira et al. [5], and
correspond to a database of Portuguese users, restricted by users that have
tweeted during October of 2014 in Portuguese language, and geolocated in the
Portuguese mainland.

In order to automatically associate names that can be found in the user’s
profile with the corresponding gender, we have compiled a dictionary of English
names and a dictionary of Portuguese names. Both dictionaries contain gender
and number of occurrences for each of the names, and focus on names that
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are exclusively male or female, since unisex names can be classified as male
or female. The English names dictionary contains about 8444 names. It was
compiled using the list of the most used baby names from the United States
Social Security Administration. The dictionary is currently composed of 3304
male names and 5140 female names. The Portuguese names dictionary contains
1659 Portuguese names, extracted from Baptista et al. [1]. Their work is based
on the extraction of names both from official institution lists and from previous
corpora. The dictionary is currently composed of 875 male names and 784 female
names.

The features proposed on our previous work [17] are used in our experi-
ments. The features are extracted with the help of the dictionaries of names
described previously. The profile information is normalized for repeated vowels
(e.g.: “eriiiiiiiiic“→“eric“) and “leet speak” (e.g.: “3ric“→“eric“). After finding
one or more names in the user name or screen name, we extract the applicable
features from each name by evaluating elements, such as “case”, “boundaries”,
“separation” and “position”. The final model uses 192 features. Each element in-
creases the feature granularity. Considering the screen name “jill gaines”, three
names are extracted: “aine”, “ines” and “jill”. Only the name “jill” has both
boundary features, since it starts and ends surrounded with non word charac-
ter: (\b[\w]+\b). About 82% of English users (243522 users) trigger at least
one gender feature. Such value decreases significantly for the Portuguese subset,
where only about 58% trigger gender features (15828 users).

In order to perform the evaluation, we manually labelled a randomly selec-
tion of Portuguese users with gender information and used the existing labelled
English dataset [17]. The corresponding gender was assigned by manually ana-
lyzing and validating users based on their user name/screen name, their profile
picture and checking if associated blogging websites corresponded in gender. All
users in our labelled datasets contain at least a sequence that matches a name
in our dictionary of names. The English labelled dataset has 748 users: 330 male
users and 418 female users. The Portuguese labelled dataset has 716 users: 249
male users and 467 female users. Most of the users are female, which is consistent
with the work of Heil et al. [9] that performed a study of correlation between
name and gender, and estimates that 55% of Twitter users are female.

3 Experiments and results

This section describes our experiments using the proposed features to both
datasets separately and combined, using different supervised and unsupervised
approaches. The supervised methods include: Multinomial Naive Bayes (MNB) [14],
a variant of Naive Bayes, Logistic Regression [12], and Support Vector Machines
(SVM) [15, 10]. The unsupervised methods include Fuzzy c-Means clustering
(FCM) [3] and k-means [13]. The fuzzy logic toolkit for SciPy3 was used for
implementing FCM, and all the other methods were applied through Weka4, a

3 SciPy Fuzzy Logic Toolkit. https://github.com/scikit-fuzzy/scikit-fuzzy
4 Weka version 3-6-8. http://www.cs.waikato.ac.nz/ml/weka
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Table 1. Classification results for supervised and unsupervised methods.

English Portuguese English + Portuguese
Accuracy kappa Accuracy kappa Accuracy kappa

Logistic Regression 93.7% 0.87 97.6% 0.95 96.3% 0.92
Multinomial Naive Bayes 97.2% 0.94 98.3% 0.96 97.9% 0.96
Support Vector Machines 96.4% 0.93 97.8% 0.95 97.4% 0.95

kMeans clustering 67.3% 70.1% 67.8%
Fuzzy c-Means 96.0% 94.4% 96.4%

collection of open source machine learning algorithms and a collection of tools
for data pre-processing and visualization.

While the supervised based methods use labelled data to build a model, that
is not the case of unsupervised methods, which group unlabelled data into clus-
ters. For that reason, we will first describe experiments using labelled data only,
and then will extend the analysis to all the data, but restricting the experiments
to unsupervised methods only. Experiments using supervised methods use the
labelled data for training and used a 5-fold cross-validation. Experiments using
unsupervised methods use all data for training, and the labelled data for valida-
tion. In terms of setup, k-means was set to use the Euclidean distance, centroids
are computed as a mean, the number of clusters has been set to 2, and the
seed was set to 10. In order to use the FCM clustering algorithm, the data has
been converted into a matrix of binary values, and we have used 2 clusters, 1000
iterations, and the Euclidean distance. All experiments consider binary features.

Results achieved with each one of the methods in the task of distinguish-
ing between male and female users are summarized in Table 1. The first 3 rows
show the performance for supervised methods. Results from the last two columns
were achieved by combining both the English and the Portuguese labelled sub-
sets. MNB achieved the best performance for both languages, and achieves even
better performance for the merged subset of users, achieving about 98% accu-
racy, proving that datasets can be combined and that features are compatible
with the two languages. The performance achieved suggests that the proposed
features can be suitable to discriminate the user’s gender for both languages.
The last two rows of the table summarizes the performance for unsupervised
methods. FCM obtains the correct gender for about 96.0% of the English users
and about 94.4% of the Portuguese users when all the data is used. k-means
achieves a much lower performance for both languages. The last column of the
table shows the results when English and Portuguese data are combined. With
such dataset, FCM achieves the best results so far, outperforming individual
results obtained for each language.

Our proposed features compare well with the performance achieved by other
state-of-the art research, despite being applied to only about 82% of English
users. For example, Burger et al. [6] uses the winnow algorithm with n-grams
extracted from the user’s full name and obtain 89.1% accuracy for gender detec-
tion.
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Fig. 1. Impact of the amount of data on the performance, for Portuguese and English.

We have performed additional experiments in order to assess the impact of
using increasing amounts of data. Figure 1 shows the impact of the amount of
data on the performance of FCM, revealing that it has positive impact until
reaching the 50k users. Above that threshold, the accuracy tends to remain
stable, which may be due to our relatively restricted set of users.

4 Conclusions and future work

We have described an approach to automatically detect the gender of Twitter
users, using unstructured profile information. A number of name related features
is evaluated on a dataset of about 244K English users and a dataset of about 16k
Portuguese users. Different supervised and unsupervised approaches are used to
assess the performance of the proposed features. The proposed features proved to
be good for discriminating the user’s gender in Twitter, achieving about 97.9%
accuracy using a supervised approaches, and about 96.4% accuracy using the
unsupervised approach based on Fuzzy c-Means, which also proved to be very
suitable for this task. Our features proved to be compatible between the English
and Portuguese datasets of Twitter users. Experiments show that by combin-
ing datasets of English and Portuguese users, the performance can be further
increased. The performance of Fuzzy c-Means significantly increased when more
data was used for learning the clusters. Above 50k users, the performance sta-
bilizes, probably to the relatively small amount of labelled data. Fuzzy c-means
proved to be an excellent choice for the gender detection on Twitter since: i)
it does not require labelled data, which is relevant when dealing with Twitter;
ii) its performance increases as more data is provided; and iii) it achieves a
performance almost similar (1.5% lower) to the best supervised method.

Future work will encompass the creation of extended labelled datasets in a
semi-automatic fashion, based on an automatic annotation provided by our pro-
posed features. Such extended labelled datasets will make it possible to associate
the textual content provided by the users with their gender and create gender
models, purely based on the text contents. Such models, based on huge amounts
of data, can then be adapted and used in a cross-domain scenario.
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